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Data Centers are INFORMATION FACTORIES...

e Data centers are energy intensive facilities
- Server racks now designed for more than 25+ kW
- Surging demand for data storage
- Typical facility ~ 1MW, can be > 20 MW
Nationally 1.5% of US Electricity consumption in 2006

e Projected to double in next 5 years

e Significant data center building boom
- Power and cooling constraints in existing facilities
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The rising cost of ownership

e Cost of electricity and supporting
infrastructure now surpassing capital cost
of IT equipment

e Perverse incentives -- IT and facilities
budgets are controlled in different parts of
the organization

Source: The Uptime Institute, 2007
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DOE-Green Grid partnership goals

2011 goal is 10% energy savings overall in U.S. data center

— 10.7 billion kWh
— Equivalent to electricity consumed by 1 million typical U.S. households
— Reduces greenhouse gas emissions by 6.5 million metrics tons of CO, per year
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Potential savings

e 20-40% savings are typically possible
o Aggressive strategies - better than 50% savings
e Paybacks are short - 1 to 3 years are common

e Potential to extend life and capacity of existing
data center infrastructure but this also could
allow for more IT equip - raising total energy
use

e Some opportunities need to be integrated with
infrastructure upgrades

e Most don’t know if their center is good or bad
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LBNL feels the energy cost pain!
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LBNL super computer systems power:
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Energy efficiency opportunities are

eve I'yWhel'e « Better air management

Better environmental conditions
Move to liquid cooling
Optimized chilled-water plants
Use of free cooling

» Load management
« Server innovation

Power Server Load/
Conversion & Computing
— =| Distribution Operations

Cooling
Equipment

L ——. -

» On-site generation
« Waste heat for cooling

 Use of renewable
energy/fuel cells

» High voltage distribution
» Use of DC power
» Highly efficient UPS systems

 Efficient redundancy
strategies




Data center efficiency opportunities

Benchmarking over 30 centers
consistently lead to opportunities

No silver bullet

N

Lots of silver bb’s
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Many areas for improvement...

Cooling Electrical IT
B Air Management B UPS and transformer  m power supply
B Free Cooling - air or water efficiency efficiency
B Environmental conditions " H.i gh.volt.age W Standby/sleep
B Centralized Air Handlers distribution power.modes
B Premium efficiency ™ IT equipment
B Low Pressure Drop motors fans
System§ | B Use of DC power m Virtualization
Fan Efficiency B Load shifting

Standby generation

Cooling Plant Optimization m Right

Direct Liquid Cooling sizing/redundancy
Right sizing/redundancy B Lighting - efficiency
Heat recovery and controls
Building envelope B On-site generation
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Where to focus to improve efficiency?

« Benchmarking - the starting point

e |T equipment - reduce the load at the source

e Environmental conditions - most centers are not optimal

e Free cooling - a majority of centers do not employ free cooling

e Power distribution - unnecessary power conversions

e Redundancy - understanding what redundancy costs and what it
buys

« Cooling systems efficiency - evolution of data centers neglected
best practices

e Research new solutions
- optimize power delivery all the way to the chip
- optimize cooling from the chip to atmosphere
- Remove barriers
- High tech moves quickly

Slide 14



Benchmarking for energy performance
improvement:

Energy benchmarking can be
effective in helping to identify
better performing designs and
strategies.

As new strategies are
implemented (e.g. liquid
cooling), energy benchmarking
will enable comparison of
performance.




Benchmarking energy end use

Electricity Flows in Data Centers

HVAC system

local distribution lines

o

lights, office space, etc.

to the building, 480 V

— T

computer
equipment

computer racks

backup diesel
generators

UPS = Uninterruptible Power Supply
PDU = Power Distribution Unit;
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IT equipment load density

IT Equipment Load Intensity
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Cumulative power
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Courtesy of Michael Patterson, Intel Corporation
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Your mileage will vary

The relative percentages of the energy doing
computing varied considerably.

Lighting Other
Office Space 29, 13%
Conditioning
1%
Electrical Room
Cooling
4%
Cooling Tower
Plant
4%

Data Center
Server Load
51%

Data Center
CRAC Units
25%

Computer
Loads
67 %

HVAC - Air
Movement
7%

Lighting
2%

HVAC -
Chillerand
Pumps
24%
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High level metric — IT/total
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Inverse metric —total/IT (PUE)

PUE

nter total power/IT power

Lower is
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HVAC system effectiveness

We observed a wide variation in HVAC performance
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Visualize the problem

Infrared thermography

17°C
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Environmental conditions

« ASHRAE - consensus
between IT equipment
manufacturers and HVAC

Thermal Guidelines "

prOfeSSionalS on | for Data Processing G 4

Environments

appropriate temperature
and humidity conditions

« Recommended and
allowable ranges of temp
and humidity

e Standard reporting of
requirements

Slide 24



% Efficiency

Electrical power conversion efficiency
varies
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Factory Measurements of UPS Efficiency
(tested using linear loads)
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Free cooling

« Use cooling towers
and heat exchanger
to produce chilled
water

e Turn off chiller




Air-side economizer savings: no humidification and
code minimum water-cooled chilled water plant

kWh HVAC / kWh IT

80% -
70% ~
60% -
50% -
40% -
30% ~
20% ~

10% -

0% -

Annual HVAC Energy as a % of IT Energy
No Humidity Controls

OWith Air-side Economizer

OWithout Air-side Economizer

SF 37% savings!

Denver 31% savings!\f
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The good news:

Industry is taking action
- IT manufacturers
- Infrastructure equipment manufacturers

Industry Associations are active:
- ASHRAE

- Green Grid

- Uptime Institute

- Afcom

- Critical Facilities Roundtable

- 7 X 24 Exchange

Utilities and governments initiating programs to help

Slide 28



Save Energy Now

e Data Center assessment tool suite - DC Pro
e Awareness training

e Qualified specialist program

e Certification - continuous improvement

e Collaboration with industry associations
- Green Grid
- ASHRAE
- Uptime

Silicon Valley Leadership Group

others

Slide 29



Energy Profiling

Subsystem Assessment

Detailed Engineering Audit

Engineering Design

Retrofit/RCx Implementation

Savings Validation (M&V)

Documentation

Assessments conducted by owners and
engineering firms using DOE tools
Tools provide uniform metrics and
approach

Raises awareness of opportunities

Audits, design and implementation by
engineering firms and contractors

M&YV by site personnel and eng firms
DC Pro can document results,

and track performance improvements
Further best practices can be identified

Slide 30



DC Pro tool suite

 Profiling Tool: profiling and tracking

- Establish DCIE baseline and efficiency potential
(~1-3 hours effort)

- Document actions taken
- Track progress in DCiE over time
e Assessment tools: more in-depth site assessments
- Suite of tools to address major sub-systems
- Provides savings for efficiency actions
- ~2 week effort (including site visit)

Slide 31
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DC Pro tools

High Level Profiling Tool
» Overall energy performance (baseline) of data center
» Performance of systems (infrastructure & IT) compared to benchmarks

* Prioritized list of energy efficiency actions and their savings, in terms of
energy cost ($), source energy (Btu), and carbon emissions (Mtons)

 Points to more detailed system tools

1 LI

IT Module Cooling Air Power On-Site Gen
. Servers « Air handlers/ Management Systems « Renewables
- Storage & conditioners * hot cold * UPS « use of

networking =, Chillers, separation » Transformers waste heat
« Software pumps, fans * environmental . |ighting

conditions

* Free cooling » Standby gen.
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DC Pro profiling tool demonstration

www.eere.energy.gov/datacenters
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Example “DC Pro” recommendations

List of Actions (for Electric Distribution System)
e Avoid lightly loaded UPS systems
e Use high efficiency MV and LV transformers

e Reduce the number of trans-
formers upstream and down- i e SRR
stream of the UPS

e Locate transformers outside T ]
the data center ps s T T T T Tl

« Use 480 V instead of 208 V

Based on the potential energy savings identified above, your data center may be able to reduce emissions of CO2. The following potential annual CO2 emission savings numbers

t t ° ° t h STS are broad estimates based on the estimated costs associated with the data center suggested improved and are not meant to reflect actual realized savings at your data center.
S a ] C S A ] C eS ( ) Potential Annual CO; Savings From Electricity 0 Ibs

Potential Annual CO; Savings From Fuel/Steam 61,256,000 - 118,976,000 Ibs.

b SpeCify high-effiCiency Suggested Next Steps
powe r S U p p l i eS Energy Managem IT Equipments ;m Sl Cooling Plant 1 E'l"il'c"'::?; Power

Create an energy management plan

e Eliminate redundant power e i
supplies
e Supply DC voltage to IT rack

EERE Horne

Industrial Technologies Program Home | EERE Home | U.S. Department of Energy
Webmaster | Web Site Policies | Security & Privacy | USA.qov
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Tool development status and outlook

Currently Available:

e High level profiling tool v1.0
e Electrical assessment tool Beta

Future Assessment Tools:

e Electrical module (initial issue)

e Air management module (December 08)

e Cooling module (TBD depends upon utility funding)
e IT module (February 09 - Green Grid input

June 09 Beta version)
e On-site Generation (TBD)

Slide 35



DOE activities are leveraged:

« Industry is taking action
- IT manufacturers
- Infrastructure equipment manufacturers

« Industry Associations are active:
- ASHRAE
- Green Grid
- Uptime Institute
- Afcom
- Critical Facilities Roundtable
- 7 X 24 Exchange

« Utilities and State governments programs

Slide 36



Microsoft’s data center in a tent

“Inside the tent, we had five HP
DL585s running Sandra from
November 2007 to June 2008 and
we had ZERO failures or 100%
uptime. In the meantime, there
have been a few anecdotal
incidents:

- Water dripped from the tent onto

the rack. The server continued to
run without incident.

- A windstorm blew a section of the

http://www.datacenterknowledge.com/archives/ fence onto the rack. Again, the
t2e0rg)t§/09/22/new-from-m|crosoft-data-centers-|n- servers continued to run.

- An itinerant leaf was sucked onto
the server fascia. The server still
ran without incident.”
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And from Intel a side-by-side comparison

Air Conditioning
Unit

Intel conducted a 10-month test to
evaluate the impact of using only
outside air to cool a high-density data
center, even as temperatures ranged
between 64 and 92 degrees and the
servers were covered with dust.

- Intel’s result: “We observed no
consistent increase in server failur |
rates as a result of the greater . _
variation in temperature and o i
humidity, and the decrease in air
quality,” Intel’s Don Atwood and
John Miner write in their white
paper. “This suggests that existing
assumptions about the need to
closely regulate these factors bear
further scrutiny

| |
Server Racks

See http://www.datacenterknowledge.com/archives/2008/09/18/intel-servers-do-fine-with-outside-air/
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Links to get started

DOE EERE Technical Assistance Project:
http://apps1.eere.energy.gov/wip/tap.cfm

DOE Website: Sign up to stay up to date on new developments
www.eere.energy.gov/datacenters

Lawrence Berkeley National Laboratory (LBNL)
http://hightech.lbl.gov/datacenters/

ASHRAE Data Center technical guidebooks
http://tc99.ashraetcs.org/

The Green Grid Association: White papers on metrics
http://www.thegreengrid.org/gg _content/

Energy Star® Program
http://www.energystar.gov/index.cfm?c=prod_development.server_efficiency

Uptime Institute white papers
www.uptimeinstitute.org
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Web based training resource

J Data Center Energy Management - Mozilla Firefox

File Edit “iew Go Bookmarks Tools Help

qil - [:) - g O @ |D http: f/hightech. bl gov/dctraining/ TOP. html

=) D mozilla.arg D Latest Builds

Home =

DAaTA CENTER ENERGY MANAGEMENT

m This website will give m Data center energy costs can be 100-times higher than those for typical buildings.
you the tools and m Inefficiendes can hurt the bottom line, erode competitiveness, and reduce uptime,

infarmation to capture
cost-effective savings
opportunities to the
design of new data Enter your annual
centers ar to energy cost

retrofitting existing |:| $fyr

$75 grHigh
Get Started:

anes.
z and data center 5

ft /\jl’ size J

Presentations o

o oo 6o ]

Resources Go

Exercises

Credits g5 Ml Low

LAWREMNCE

BERKELEY

MNaTioNAL Range of Energy Costs

CT STy in Real Data Centers

For public sector and private sector Lsers,

High-Tech Rezearch B Applications Team B Environrmental Energy Techneologies Division B Berkeley Lab

http://hightech.Ibl.gov/dctraining/TOP.html
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ASHRAE guidelines

Datacom Equipment

Power Trends ad

Cooling Applic:
Thermal Guidclines

for Data Processing
Environments

six books published—more
in preparation

Design Considerations o
lk‘l L‘\"\K &‘“1 ‘“J‘ o :.j
Equipment Centers

et - — e =

Lliquid Copling;
(Guidelimes
for Dat 20Ul

 ASHRAE Datacom Sc]._]y-;- S
; _Hm'-

- @u American Bociaty of Hesung. Relrigeriting and Alr-Coodisiosssy Engineers. lnc

ASHRAE, Thermal Guidelines for Data Processing Environments, 2004, Datacom
Equipment Power Trends and Cooling Applications, 2005, Design Considerations for
Datacom Equipment Centers, 2005, Liquid Cooling Guidelines for Datacom Equipment
Centers, 2006, © American Society of Heating, Refrigerating and Air-Conditioning

Engineers, Inc., www.ashrae.org

Order from http://tc99.ashraetcs.org/
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©3 TP BestPractices: DC Pro - Home Page - Berkeley Lab

File Edit ‘Yew History EBookmarks Tools  Help

b @ ﬁ ||_| http:ffdcpro.ppc.com)

|‘| D" |'|

LI.5. Department of Energy

Industrial Technologies Pragram

Data Center
Energy Profiler

Home | New Case | FAQ | Help | Current Case | Checklist

Data Center Energy Profiler

Get Started Now!

Returning User

This is the beta version of DC Pro. released 06/02,/2008.

Username

Password

F_nergy Eﬂicienﬂy and Renewable Energy' Bringing you a prosperous future where energy is

clean, abundant, reliable, and affordable

EERE Horne

hsmithi2akc.com

| First Time User

ki

| Forgotten password

The Data Center Energy Profiler, or DC Pro, is an online software tool provided by the U.5.
Department of Energy to help industries worldwide identify how energy is being purchased and
consumed by their data center(s) and also identify potential energy and cost savings. DC Pro is
designed =so that the user can complete a data center profile in about an hour, When yaou
complete a OC Pro case you are provided with a customized, printable report that shows the
details of energy purchases for your data center, how energy is consumed by your data center,
patential cost and energy savings, comparison of your data center energy utilization versus other
data centers, and a list of next steps that you can follow to get you started sawving energy.

Click here to
reqister

DC Pro Resources

* Checklist - The DC Pro checklist lists all of the
infarmation that you will need to collect to complete the
DC Pro.

Industrial Technologies Programn Horme | EERE Home | U.S. Departrnent of Energy

Webmaster | Web Site Policies | Security & Privacy | USA.gov

ide 43



S

-

Data Center

File Edit ‘Wiew History Bookmarks

Tools

) |TP BestPractices: DC Pro - Case Information - Berkeley Lab

.5, Department of Energy

Energy Profiler

ﬁ_l‘ | |_| http: ffdcpro.ppe. com/DCProCaseInformation. aspx | hi | [}] "'| “\]
;/ Erlerg!I Emclencf and Renewable EHETQ}' Bringing you a prosperous future where energy is
clean, abundant, reliobie, and affordabie
EERE Horne
Industrial Technologies Program
1 o i
Jad¥ -.—
ENERGY
Uw
Home | New Case | FAQ | Help | Current Case | Checklist | Feedback Surve
Current User: Bob Smith Logout
® @0 @G ® N

Mame:

Existing Cases:

Step 1 - Case Information

wWelcome to OC Pro, if yvou are a returning user and wish to modify an existing case please select the case below. If you wish to start
a new case please select "Start Mew Case" below,

|Elob Strith | Company: |ABC

-

Diata Center Example 1hb
KT Tost 3 ar Stant MNew Case
All Actions v

Industrial Technologies Program Home | EERE Home | WS, Departrent of Energy
Webrnaster | Web Site Policies | Security & Privacy | USA.qov

- If the datacenter is truly
standalone, then entering zero is
0K for the Mon-Data Center Floor
Space

- Contact information is optional.
This infarmation will only be used
so that your contact information
will display properly on the
printed report,
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) |TP BestPractices: DC Pro - Case Information - Berkeley Lab

File Edit ‘Wiew History Bookmarks Tools  Help

<f‘:| - - I@ ﬁ_l‘ ||_| http: ffdcpro.ppe. com/DCProCaseInformation. aspx |‘| B‘] "'|

.5, Department of Energy
: f’ Erlerg!I Emclencf and Renewable EHETQ}' Bringing you a prosperous future where energy is

clean, abundant, reliobie, and affordabie

Industrial Technologies Program
Data Center

Energy Profiler — A mﬂﬂ

Home | New Case | FAQ | Help | Current Case | Checklist | Feedback Surve

Current Case: 456
® 20 @6 ®
Step 1 - Case Information

wWelcome to OC Pro, if yvou are a returning user and wish to modify an existing case please select the case below. If you wish to
start a new case please select "Start New Case" below,

Mame: |ElDb Srniith | Carmpany: |AEIC

A

L . | Data Center Example 1hb
Existing Cases: KT Tost 3 ar Start MNew Case

All Actions v

Enter a name for your case and enter the company name which houses the data center, Then enter the basic infarmation about the
datacenter facility.

Required fields are in bold

Case Name |456 |

Data Center Cumpanv|QWERT |

Country | Lnited States of Amel v |

State /Region | Georgia hd |
County | Carroll County hd |

Floor Area (sq feet) - Non Data Center Space |1 oo |

Floor Area (sq feet) - Data Center Space |1 0 |

Floor Area (sq feet) - Data Center Support Space |1 0 |

Type of Data Center | ISP Routers hd |
Data Center Tier {Uptime Institute definition) |Tier Il hd |
Current Data Center Buildout Level %

Do you have premium efficiency motors on all cooling supply fans, pumps, and cooling ®ves O Mo

towers that serve the data center?

What is the redundancy level for H¥AG systems? | I hd

EERE Horne

Current User: Bob Smith Logout

Help

- If the datacenter is truly
standalone, then entering zero is
0K for the Mon-Data Center Floor
Space

- Contact information is optional.
This information will only be used
so that your contact information
will display properly on the
printed report,
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©J TP BestPractices: DC Pro - Energy Use Systems - Berkaley Lah

File Edit ‘Wiew History Bookmarks Tools Help

<E| - - @ @ ﬁ_l‘ ||_| http: f{dcpro.ppe.comDCProEnergyUseSystems, asp |‘| D] "|

=y

U.S. Department of Energy
Energy Efficiency and Renewable Energy singing youaprosperus future where energyis

clean, abundant, relizbie, and affordabie

Industrial Technologies Program

Data Center L e e SV —
Energy Profiler EII_EIIGY

Home | New Case | FAQ | Help | Current Case | Checklist | Feedback Surve

®e a6

Step 2 - Energy Use Systems

Please answer the following questions related to your data center. after completing the questions for one section click the next
button to move to the next set of questions, after completing all of the Energy Use System questions, OC Pro will compute your data
center End-Use Breakouts. If you need to modify an answer after mowing to the next set, click the previous button to go back.

—_—

Energy . Environmental e e IT Equipment . Default

Management IT Equipment Conditions Air Management | Cooling Plant Power Chain Lighting B RS
Has an energy audit or commissioning been conducted within the last 2 years? ®ves UNo
Is there a written energy management plan? O ves Fno

Is there an energy manager directly responsible for the energy management plan? & ves ONo

Has upper management accepted the energy management plan? @ ves Ono
I= there an energy measurement and calibration program in place? ®ves ONo
Is there a preventative maintenance program in place? @ ves ONo

Frevious Save & Continue I

Industrial Technologies Program Home | EERE Home | U.S. Departrent of Energy
Webrnaster | Wweb Site Policies | Security & Privacy | USA.gov

EERE Horne

Current User: Bob Smith Logout

Help

- All questions must be answered, if
you are unsure of an answer give
your best estimate,

- If you need to stop to find an
answer, you Can save your
progress and come back later,
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©J |TP BestPractices: DC Pro - Energy Use Systems - Berkaley Lah

File Edit ‘Wiew History Bookmarks Tools  Help

<f‘:| - - I@ ﬁ_l‘ ||_| http: ffdcpro. ppe. com/DCProEner gyl lsesystems, aspx P Step=ANNGETE: |‘| B‘] "'|

TR

Industrial Technologies Program

Data Center £ "
Energy Profiler a

Home | New Case | FAQ | Help | Current Case | Checklist | Feedback Surve

®e a6 6

Step 2 - Energy Use Systems

ENERGY

Please answer the following questions related to your data center. after completing the questions for ane section click the next
button to move to the next set of questions, after completing all of the Energy Use System gquestions, DC Pro will compute your
data center End-Use Breakouts, If you need to modify an answer after moving to the next set, click the previous button to go back.

Default
Breakouts

Environmental
Conditions

Energy
Management

Cooling IT Equipment
Plant Power Chain

IT Equipment

Air Management Lighting

How many CRAC/CRAH/AHUs are there that operate under normal conditions? |4 |
Is there any supplemental cooling? | In-Fuow hd |
Does the CRAC/CRAH/AHU have a free cooling coil {water side economizer)? ®ves ONo
Is there air-side free cooling? @vyes ONo
Air Supply Path | Underfloor Plenum V|
Is there a floor-tightness {sealing leaks) program in place? ®ves ONo
Are the cable penetrations sealed? | 113 to 893 v|
L?;:Srgib;?gﬁrgld—up in the floor plenum or the over-head plenum more than 1/3 of the ®ves ONo
Is there a cable-mining {allow proper pressure distribution) program in place? @ ves ONo
IT equipment in rows? ®ves ONo
Is there a rack/lineup-tightness {using blanking panels) program in place? @ ves ONo
Degree of current implementation of alternating hot and cold aisles? | Fair v|
Degree of current efforts to minimize recirculated air at the racks (for example, blanking | Fair v|
panels)?
Degree of current efforts to minimize bypass air at the racks (for example, sealing cable | Fair Y|

penetrations in the floor)?

EEHE Horme A

Current User: Bob Smith Logout

Help

- &ll questions must be answered,
if you are unsure of an answer
give your best estimate.

- If you need to stop to find an
answer, you Can Save your
progress and come back later,
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"3 [TP BestPractices: DC Pro - Energy Use Systems - Berkeley Labh

File Edit ‘Wiew History Bookmarks Tools  Help

@ Ml @ ﬁ_l‘ |E| http: ffdcpro.ppe. com/DCProEnergyllsesystems, aspx Patep=ITEFC& |'| P‘] |"|.J gle

.5, Department of Energy
Energ}! Efﬁclemf and Renewable EHETQ}' Bringing you a prosperous future wheve energy is

clean, abundant. refichie, and afforda bie
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Step 2 - Energy Use Systems

Please answer the following questions related to your data center. after completing the questions for ane section click the next
button to move to the next set of questions, after completing all of the Energy Use System questions, OC Pro will compute your data
center End-Use Breakouts. If you need to modify an answer after moving to the next set, click the previous button to go back.

I\-1arI|E§:;?nvent IT Equipment Ell?;;%?tl;:]ir;tal Alr Management | Cooling Plant Lighting BEEEJUJES
Is there an Uninterruptible Power Supply (UPS)? ®ves UNo
UPSs Technology Type | Double Conversian Vl
What is the average load factor per active UPS module? | B0% o0 100% Vl
UPS Redundancy GConfiguration | f+1 vl
Is there a standby generator? ®ves ONo
Standby Generator Power Configuration | T+ Vl
Are there PDUs with built-in transformers? ®ves O No
What are the types of MV and LY transformer(s)? | Temp rige *»80C hd |
Average Load Factor per Active PDUs / Transformers | 25310 492% Vl
Frevious | Save & Continue |

Industrial Technologies Program Home | EERE Home | WS, Departrent of Energy
Webrnaster | Web Site Policies | Security & Privacy | USA.qov

EERE Hormne

Current User: Bob Smith Logout

Help

- All questions must be answered, if
you are unsure of an answer give
your best estimate,

- If you need to stop to find an
answer, you Can Save your
progress and come back later,
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Step 2 - Energy Use Systems

Please answer the following questions related to your data center. after completing the questions for ane section click the next
button to move to the next set of questions, after completing all of the Energy Use System questions, OC Pro will compute your

data center End-Use Breakouts, If you need to modify an answer after moving to the next set, click the previous button to go back.

Energy . Environmental

IT Equipment Lighting

Management Conditions

This screen will compute estimated data center end use. ¥ou will have the opportunity to input the actual energy use in Step 4, in
wehale or in part, DC Pro will modify the default breakouts to accommodate the actual energy use.

Estimated Data Center End Use|

w.dotnetcharting.com
| Version: Mot for production use.

Cooling
22%

Fans |

5% |
L

Electric Distribution Loss |
T A

IT Equipment
Data Center Lights 65%
1%

Estimated Annual Data Center DCIE = 0.65

EERE Horne

Current User: Bob Smith Logout

Help

- All questions must be answered,
if you are unsure of an answer
give your best estimate,

- If you need to stop to find an
answer, you Can Save your
progress and come back later.

<)
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anything that you wish,

Step 3 - Production Information {optional) - If you want to enter production
information, all fields are reguired.
If you choose to skip this step,
please leave all fields blank.

Use this screen to enter production infarmation for your data center. This information will be used to calculate energy savings on a
per unit of production basis.

The purpose of this screen is to gather some type of information that measures the activity at your data center. This information will
be different for each data center. Below is a list of possible types of production information that different data centers might enter.

Az you can see from the above examples you are free to enter any type of metric that measures production or activity at your data
center. This information has no impact on the calculations of total energy savings by DC Pro. It is only used for your final report to
show costs and savings per unit of production (or whatever metric you enterad),

|Transal:1i0ns |

Product Mame

Ayerage Quantit\,-'|1DDDDDD |

Units |transa|:1i0ns |

Period | Manthly v|

Frevious |

Industrial Technologies Program Horme | EERE Home | U.S. Department of Energy
Webrnaster | Web Site Policies | Security & Privacy | USA.gov
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Step 4 - Supplied Energy (optional)

Use the next four screens to enter data from utility bills and/or submeters recordings, entering this data is optional but doing so
will help DC Pro rore accurately profile your facility, If you do not, DC Pro will use the default energy end-use percentages from
Step 2. Enter data only for those meters that support -- either partly or wholly -- the DC Load and/or the DC cooling system.

You will be allowed to distribute any of the energy streams across the end-use breakout categories in the next step (Step 5) of

the DC Pro process. If your facility does not use one or more of the energy stream simply leave that screen blank and click the
MNext button,

For each energy stream you will need to enter account information for each meter or sub-meter you have data on. For each
account enter a Meter 1D, select whether ar not the meter is a sub-meter {and if so what meter it is a sub of), enter the
awerage quantities and units purchased, and select the period far which this purchase reflects, Entering different period intervals
for different energy streams is acceptable, as DC Pro will calculate the annual data, but do not enter more than 1 year of data.

-
Electricity ] Steam Chilled Water
Meter ID i Sub-Meter OFf LEE [FEr Units Period BiIIs_per Annual Use Units Annual Bills
o Site o Period (5} Period
(i}
Edit Delete ool Mo 250,000 kb Manthly $1,110,00 3,000,000 kb $13,320.00
Edit Delete ooz Mo ool 50,000 kb Monthly $250.00 &00,000 kb $3,000.00
Edit Delete 213 Mo 75,555 ki h Manthly $17,345.00 306,660 kwh $148,140.00
Save | | O e Ll || 3] | |
Previous | Save & Continue | Skip Step 4 |

Industrial Technologies Program Home | EERE Home | U.S. Department of Energy
Webmaster | Web Site Policies | Security & Privacy | USA.qov

EERE Home

Current User: Bob Smith Logout

Help

- You may enter as many meter
accounts as you wish for each
energy strearn,

- If you do enter data for a
particular stream, all fields are
required.

- Remember to enter the average
cost and quantity for the
selected period,

- The cost that you enter should
be the TOTAL cost of the energy
stream for the selected period.
This should include the cost of
energy plus the total of all other
charges including demand
charges and any other recurring
charges.

- Don't forget to enter energy that
is generated on site at your
plant. When entering on site
generation just check the
Generated On Site checkbox, but
remember DO MOT ASSIGH ARY
COST TC THIS.

Click the information icons to
display the tooltip popup.
Tooltips help to better
understand what the question is
asking.
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Step 4 - Supplied Energy (optional)

Use the next four screens to enter data from utility bills and/or submeters recordings, entering this data is optional but doing so
will help DC Pro more accurately profile wour facility. If you do not, DC Pro will use the default energy end-use percentages from
Step 2. Enter data only for those meters that support -- either partly or wholly -- the DC Load and/or the DC cooling system.
You will be allowed to distribute any of the energy streams across the end-use breakout categories in the next step (Step &) of
the DC Pro process. If your facility does not use one or more of the energy stream simply leave that screen blank and click the
MNext button.

For each energy stream you will need to enter account information for each meter or sub-meter you have data on, For each
account enter a Meter 1D, select whether or not the meter is a sub-meter {and if so what meter it is a sub of), enter the
average quantities and units purchased, and select the period for which this purchase reflects. Entering different period intervals
for different energy streams is acceptable, as DC Pro will calculate the annual data, but do not enter more than 1 year of data.

Electricity

Steam

[ Chilled Water ]

Meter ID &y Sub-Meter Of Use per Period Units Bills per Period Period Annual Use  Units  Annual Bills
ster (5] (5] 5] o 5}
Edit Delete 1234 1,111 ton-hours $111.00 Monthly 13,332 ton-haours $1,332.00
Save [l o | | | | ol v
Previous I Save & Continue I Skip Step 4 I

Industrial Technologies Programn Home | EERE Home | U.S. Department of Energy
Wehbrmaster | Weh Site Policies | Security & Privacy | USA.qoy

EERE Horine

Current User: Bob Smith Logout

Help

- You may enter as many meter
accounts as you wish for each
energy stream.

If you do enter data for a
particular stream, all fields are
required.

- Remember to enter the average
cost and guantity for the
selected period,

- The cost that you enter should
be the TOTAL cost of the energy
stream for the selected period.
This should include the cost of
energy plus the total of all other
charges including demand
charges and any other recurring
charges.

Don't forget to enter energy that
is generated on site at your
plant. When entering on site
generation just check the
Generated On Site checkbox, but
remembier OO0 MOT ASSIGH AMNY
COST TO THIS.

Click the information icons to
display the tooltip popup.
Tooltips help to better
understand what the question is
asking.
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value for each
Step 5 - Energy Use Distribution (optional) ?uefn:g{er If the
meter or
sub-meter does
not use any
energy from a
given cateqory,

Use these screens to allocate the annual energy use for each meter identified in Step 4 across the Energy End-Use Breakout Categories,

If you do not know what the allocations are for a given meter, it is OK to skip this screen or enter estimates, all of the energy use for a enter zero,

given meter does not have to be allocated to the breakout categories. If the meter serves more than just the data center, it is OK to leave - The total annual

a portion of the energy in the Remainder column, energy use for
each meter are the

WOTE: DC Pro provides default percentages for you based on the information entered in Step 2, You may use these default percentages if values calculated

you are unsure of the actual percentages that each energy use system uses. However, for more accurate results you should estimate your in Step 4. If you

. notice a problem
ictual percentages anq enter them in the boxes below, with & meter or

. need to modify
Electricity Chilled Water Summary one, go back to
Step 4 by clicking
Total Site Energy End-Use Breakout Categories | Fecalculate the circle on the
ngptual top of this page.
Meter e Electric coolin Site Energy Remainder -Th t ;
g & e percentages in
g’ E'El';';g“' IT Load O Lights & Distrihutioon Fans & Humidity Controls ”;:t';eéae;et'::" C(:nc;:g;'DUa::) the "Energy Use
o Losses (1] o ) Related to Data
Center” and
kwh/yr |kWh/yr |20 kWh /yr |20 kwh/yr | % k¥Wh /fyr | %% kwh/yr |20 kWh /yr ) kwWh /yr | %% "Remainder
o1 |3,000,0001700000 | ([57%  ||[Goooo ||[3x  ||[wmooon ||[1zx ||[sooooo | |0 [|[soooo | |3 ||z,530,000.0|94% 170,000 |s% | column for agiven
meter MUST equal
ooz |eoo,ooo (400000 | |e7x  ||[goooo ||[fox  [||soodo  [|[1Ex ||[1e0o0 | |[ax IE RS ||sgo,000.0 |97 20,000 3% 100%, DC Pro will  —
not let you move
213 306,660 |[153330 | |50 ||[mgse  ||{[a0x  ||[o || [z HEEEERRES HEEEEIRES ||263,727.6 |86% |42,932.4 |14%| ontothe next
age if they do
Totals 2,253,330 (58% 241,998 |6% 440,000 |11% £27,199.5 |16% 111,199.8 | 3% 3,673,727.6|94% [232,932.4 6% ﬁog ¥
Is this all the - You must select
eaniatad wit o t1E
the breakout ‘es v Yes hd eg v | fes b | eg v g?;éég\;inbgegr?he
categories being
used by the data nelxt Bnergy 1_?-'[38.
center? @ se ECt- Yes'i
there is no
Previous I Save & Continue I additional energy

being used by the
data center for a
given breakout b 1:
category, Select blide 53
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Step 6 - Results

Open the Report in PDF

This is your customized DC Pro Summary Report. The report is broken into five basic sections. If you wish to go back and edit any of your values or add more dat.
page to navigate to the desired screen.

Zase Information - your basic case information including energy consumption and savings on a per unit of production basis.

Annual Energy Use - a summary of your data center's annual energy purchases and consumption broken down by energy category.

Potential Annual Energy Sawvings - an estimation of potential annual energy savings for your data center's energy use systems displayed in MMBtu and dollar
Potential Annual COZ2 Savings - an estimation of the potential annual reduction of CO2 emissions.

Suggested Mext Steps - a custamized list of suggested next steps for you to take to realize potential energy and cost savings.

[ T S R L

Case Information

Case Mame 456
Marme Bob Smith
Ernail bsmith@abc.com
Company ABC
Data Center Company QWERT
County Carroll County
State Georgia

Annual Energy Use

/—‘. ] Total Amount
14,000 SR Generated On | Total Amount Limit

www.dotnetcharting.com Site
| t Version: fi i . .
12,000 Development Version: Hot for production use. Electricity 0 12,535 MMBTU/yr

Fusl o 4,080 MMBTUyr

10,000
< ¥

b
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Annual Energy Use

ﬁ. Total Amount
14,000 Energy Available Generated On | Total Amount Linit
www.dotnetcharting.com Site

R Devel t Version: Not fi i ; =

12,000 { icpiment. Version: Hot tor prodlcion e Electricity 0 12,535 MMBTU/yr

— Fuel 0 4,980 MMBTU/yr
- Steam u] 176 MMBTU/ yr
b Chilled Water a 160 MMBTUyr
§ 6,000 Total o 17,851 MMBTU yr

4,000

2I0."“ 4

0 . - . .
Electricity Fuel Steam Chilled Watear
Energy Source(s)
[ [ Purchased [l Generated an Site I

w ..netCharting For more information visit http: f fvawe . dotnetcharting. com

Potential Annual Energy Savings Suggested Next Steps

The following chart and data table summarize your data center's potential annual energy savings by breakout catergory.
NOTE: The energy and money savings listed below are only estimates based on the data you entered and the estimated costs associated with the data center su

Current Energy Use Potential Energy Use _
Breakout Category Site Energ Source Energy Site Energ Source Energy Potential 53
MMBTU yr % MMBTU yr % MMBTU yr % MMBETU yr % MMBTU fyr
IT Equipment 7,689 43% 25,872 54% 7,689 B88% 25,872 B88% u]
Data Center Lights 826 5% 2,779 6% 154 2% 517 2% 672
Electric Distribution Losses 1,501 8% G,052 11% 154 2% £17 2% ==F:
Fans 2,140 12% 7,201 153 154 2% E17 2% 1,623
Cooling 5,535 31% 7,203 15% 538 6% 1,811 6% 3,724
Total 17,691 | 100% 48,107 | 100% 8,688 | 100% 29,236 | 100% 7,003
DCIE 0.43 0.54 0.88 0.88

(Annual Data Center Site Energy Use {I\-1MBTU.e'yr)|

www.dotnetcharting.com
Development Version: Mot for production use.

(Annual Data Center Source Energ

G% (538)
24

154)
154)

54) \ 15% (7.203)
31% (5.535) ; \

B3 >
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‘Annual Data Center Site Energy Use {MMBTU!yr)|

3% (T G84)

12% (2,140)
8% (1,501)

5%, (B26)
Current Site Energy Use
Site Total = 17,691 MMBTU
Site DCIE = 0.43

www.dotnetcharting.com
Development Version: Mot for production use.

6% (538)
2% (154)
2% (154)
2% (154)

Potential Site Energy Use
Site Total = 8,688 MMBTU
Site DCIE = 0.88

‘Annual Data Center Source Energ

15% (7.203)

/
15% (7,201}
|I'._I/"-/

11% (5.052)-
6% (2,779}

Current Source Energy Use
Source Total = 48,107 MMBTU
Source DCIE = 0.54

@ v -~ @ o ﬁj ||:| http:)fdcpro, ppc.com/DCProR epart aspxestep=Rscreen=1 |v| bl |v Google |L&]
Total 17,691 | 100% 42,107 | 100% 2,688 | 100% 20,226 | 100% 7,003 | fal
DCIE 0.43 0.54 0.88 0.e8

(- IT Equipment Il Data Center Lights [ Electric Distribution Loss [ Fans -Gaollng) (- IT Equipment I Data Center Lights

"« .netCharting For more information visit bbb, dotnetcharting. com "« .netCharting
Preliminary Assessment of Opportunity
40 % -
www.dotnetcharting.com
o Development Version: Not for production use.
o 35 % &
a8 g
=]
™ 4
B 0% 5
£5 ;
EQ 5% %
o =
=] =}
c £ s}
g o 20%- = =
=2 9
<8 5% =
« € &
[s] 8 =3
= 10 % &
o g
o <
& 5% 1 g
=1
2
0% . : . .
0.0 0.1 0.2 o7 0.8 09 1.0 |

0.4 05 06
DCIE (Higher is Better)
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Suggested Next Steps Potential Annual Savings
Energy . Environmental — — IT Equipment o
MAnateraent IT Equipment Conditions Air Management Cooling Plant Pover Chain Lighting
& low air temperature rise across the data center and/or IT equipment intake temperatures outside the recommended
EC.a1 Consider air-Management range suggest air management problems. & low return temperature is due to by-pass air and an elevated return
T Imeasures temperature is due to recirculation air, Estimating the Return Temperature Index (RTI} and the Rack Cooling Index {RCI)
will indicate if corrective, energy-saving actions are called for,
& low supply temperature makes the chiller system less efficient and limits the utilization of economizers, Enclosed
EC. 4o Consider increasing the supply architectures allow the highest supply temperatures (near the upper end of the recommended intake temperature
T temperature range) since mizing of hot and cold air is minimized. In contrast, the supply temperature in open architectures is often
dictated by the hottest intake temperature.
IT equipment manufacturers design their products to operate reliably within a given range of intake temperature and
humidity, The temperature and humidity limits imposed on the cooling system that serves the data center are intended
biscs temparStirs e to match or exceed the IT equipment specifications. However, the temperature and humidity sensors are often integral
Ec id kaneare sopthe e the};T to the cooling equipment and are not located at the IT equipment intakes. The condition of the air supplied by the
" P g intate Eag s cooling system is often significantly different by the time it reaches the IT equipment intakes. It is usually not practical
HHIP to provide sensors at the intake of every piece of IT equipment, but a few representative locations can be selected.
adjusting the cooling system sensor location in order to provide the air condition that is needed at the IT equipment
intake often results in more efficient operation.
Temperature sensors generally have good accuracy when they are properly calibrated {+/- a fraction of a degree}, but
they tend to drift out of adjustment over time. In contrast, even the best humidity sensors are instrinsically not very
precise (+/- 5% RH is typically the best accuracy that can be achieved at reasonable cost), Humidity sensors also drift
EC. 4.5 Recalibrate temperature and  |out of calibration. To ensure good cooling system performance, all temperature and humidity sensors used by the
T humidity sensors control system should be treated as maintenance items and calibrated at least once a year. Twice a year is better to
begin with. After a regular calibration program has been in effect for a while, you can gauge how rapidly your sensors
drift and how frequent the calibrations should be. Calibrations can be performed in-house with the proper equipment, or
by a third-party service.
CRAC/CRAH units are typically self-contained, complete with an on-board control system and air temperature and
Network the CRAC/CRAH humidity sensors, The sensors may not be calibrated to begin with, or they may drift out of adjustment over time, In a
EC.4.6 controls data center with many CRACsS/CRAHS it is not unusual to find some units humidifying while others are simultaneously
dehumidifying. There may also be significant differences in supply air temperatures. Both of these situations waste
energy. Controlling all the CRACs/CRAHs from a common set of sensors avoids this,
gliomni'llgiirndliiﬂiréj?ﬂzgtion Tightly controlled humidity can be very costly in data centers since humidification and dehumidification are involved. A
EC.5.8 controls Dgr reducing the wider humidity range allows significant utilization of free cooling in most climate zones by utilizing effective air-side
humidification Setpgint economizers. In addition, open-water systems are high-maintenance items.
consider disabling ar Most modern IT equipment is designed to operate reliably when the intake air humidity is between 20% and 80% RH.
eliminatin dehurﬁidiﬁcation Howewer, 553 RH is a typical upper humidity level in many existing data centers. Maintaining this relatively low upper
EC.4.9 cantrals Dgr increasing the limit comes at an energy cost, Raising the limit can save energy, particularly if the cooling system has an airside
Hehumidification setgoint economizer. In some climates it is possible to maintain an acceptable upper limit without ever needed to actively
P dehumidify. In this case, consider disabling or removing the dehumidification controls entirely.
Most humidifiers are heat based; ie, they supply steam to the air stream by boiling water, Electricity or natural gas are
common fuel sources, The heat of the steam becomes an added load on the cooling system. an evaporative humidifier
EC.4.10/Change the type of humidifier |uses much less energy. Instead of boiling water, it introduces a very fine mist of water droplets to the air stream. When
et up properly the droplets quickly evaporate, leaving no moisture on nearby surfaces, This has an added cooling
benefit, as the droplets absorb heat from the air as they evaporate.
Prexvious | Save &k Continue | -
blide 57
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